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Abstract

In this paper we revisit a well-known debate, which has grown exponen-
tially in the last two decades. Does exporting activity increase firm perfor-
mance, in particular productivity, as it is expected from some case study
evidence? Or is it only more productive firms that enter and remain in the
export market? We choose a rather different strategy from previous papers,
while exploring a relatively well studied country, Chile. First, we focus on
exporting firms only. Second, we do not compare them with non exporting
firms. Third, we explicitly look at the co-evolution of the the two variables,
productivity and growth, including the causal relation within the period and
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Funding from the ESRC, TSB, BIS and NESTA on grants ES/H008705/1 and ES/J008427/1 as
part of the IRC distributed projects initiative, as well as from the AHRC as part of the FUSE
project, is gratefully acknowledged. The usual caveat applies.
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with two lags. Our causal analysis is performed in the framework of a struc-
tural vector autoregression (SVAR). We identify such a model adopting a
recent method which exploits non-Gaussianity in the data. Our findings sug-
gest that exporting does not have any causal influence on the other variables.
Instead, it seems to be determined by other dimensions of firm growth. Of
interest to the inconclusive literature on learning by exporting (LBE) is that
we find no evidence that export growth causes productivity growth within
the period and very little evidence that exporting growth has a causal effect
on subsequent TFP growth.

JEL Classification numbers: L21; D24; F14

1 Introduction
Within the literatures on economic development and growth, openness to trade and
industrialisation policies, such as ‘infant industry’ policies, have played a crucial
role, and are still among the liveliest debates. Consider for instance the recent
debate on new structural economics (Krueger, 2011; Lin, 2011; Lin and Chang,
2009; Rodrik, 2011), the growing literature on product spaces, specialisation and
growth (Hausmann and Hidalgo, 2011, 2010; Hidalgo et al., 2007) and a few
examples of the recent revitalisation of old debates (Alacevich, 2007; Hoff and
Stiglitz, 2001; Ocampo, 2001).

Since the 1990s, part of this debate has focussed on micro-level evidence,
looking at how firms take advantage from trade, particularly from exporting, in
both low income and high income countries (see e.g. Cirera et al., 2012). The
seminal work of Bernard and Jensen (1995) started a very prolific field of enquiry,
using firm and plant survey from a large number of different countries. The re-
sults of this literature are relatively unambiguous in indicating a positive relation
between exporting activity and productivity: exporting firms, on average, do bet-
ter than non-exporting firms on different performance measures (see for example
surveys by Greenaway and Kneller, 2007; International Study Group on Exports
and Productivity, 2008; Wagner, 2007). There are many factors that can explain
this difference. Bernard and Jensen (1999) soon highlighted that in order to enter
the global market firms need to be more productive than average. In other words,
higher productivity may well be due to self-selection. We can then distinguish
two main sets of factors: those explaining why firms need to increase productivity
before entering the market – such as trade costs, stronger competition and invest-
ments to increase the scale, and why firms may increase productivity while ex-
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porting – such as learning from foreign buyers, use of excess capacity or stronger
competition. Identifying which of the two sets of factors better explains the higher
productivity of exporting firms has relevant policy implication for the debate on
openness, industrialisation, and economic development.

A large amount of research has attempted to identify the direction of causal-
ity between export and growth. Wagner (2007) conducts a systematic literature
review and finds that: (i) exporting firms are always more productive than non-
exporters; (ii) exporters very often are more productive even before entering the
export market; (iii) results on learning-by-exporting (LBE) are very mixed, and
when matching techniques are used (control are firms as similar as possible to the
treated ones, but which do not export) no significant effect of exporting emerges;
and (iv) firms that exit the export market tend to reduce productivity. In a parallel
review of empirical literature, Greenaway and Kneller (2007) report that results
on LBE are non conclusive. Wagner (2012) reviews the large number of recent
publications, reporting that the relation between exporting and productivity is in-
fluenced by export destination: self-selection is stronger when exporting to high
income countries, but results on LBE are still mixed, with only a suggested ten-
dency to find that firms are more likely to increase productivity by exporting when
they focus on high income countries. Similar inconclusive results on LBE are
found when analysing the service sector.

The focus of this paper is on the productivity dynamics of the relatively small
number of exporting firms (Bernard et al., 2007). As anticipated, the evidence on
LBE is still very mixed. International Study Group on Exports and Productivity
(2008) use panel data from 14 different countries, finding no evidence of LBE.
Baldwin and Yan (2012) find that, following changes in the real exchange rate,
firms which are already in the export market experience a relatively larger gain
in productivity than new entrants. Using Indian data, Mukim (2011) finds that
there is no sustained effect of learning from exporting. Eliasson et al. (2012) find
similar results when focussing on small and medium firms: evidence of learning
to export, but no significant effect of exporting on learning. Arnold and Hussinger
(2005) use matching techniques to investigate the LBE on German firms, but also
find no significant effect. Damijan and Kostevc (2006) find similar results on
Slovenian firms. Tsou et al. (2008) find mixed evidence for the LBE hypothesis
in the case of Taiwanese firms, while evidence for self-selection is much stronger.
However, Girma et al. (2004), who introduces the matching techniques, find a sig-
nificant positive effect of export on productivity for UK manufacturing firms. And
Tsou et al. (2008), using a census of Taiwanese firms repeated for three different
periods, find that firms staying in the export market experience a larger increase
in productivity than non-exporters.

Crespi et al. (2008) use learning measures to estimate directly the effect of
export on learning, which may affect productivity only in a second stage, and they
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do find evidence for LBE. Using exogenous shocks in the demand for exporting
firms, Park et al. (2010) find evidence of LBE for Chinese firms, especially when
exporting to high income countries. Following the De Loecker (2010) method
to estimate productivity, Manjón et al. (2013) find evidence of LBE for Spanish
manufacturing firms. Martins and Yang (2009) analyse the vast literature on LBE
conducting a meta-analysis. They find that relative to high income countries, firms
in developing countries enjoy a stronger impact of exporting on productivity.

In sum, the evidence on whether firms that are in the export market increase
their positive productivity gap with respect to non-exporting firms is quite mixed.

In this paper we use a new method employing Independent Component Analy-
sis to identify the casual relations among changing variables, a data-driven SVAR
used for example by Moneta et al. (2013) to study firm growth and monetary
policy. Focusing on the co-evolution of export and productivity growth we aim
to shed more light on the direction of causality between the two variables (once
firms have entered the export market). The use of Independent Component Analy-
sis allows to identify causal effects of changes occurring in the same time periods
as well as with a number of lags. We focus on Chile, a middle-income developing
country. The advantages are that: Chile has a very well tested manufacturing firm
survey, also with respect to the analysis of export and productivity (e.g. Alvarez
and Crespi, 2007; Alvarez and López, 2005, 2008; López, 2009; Pavcnik, 2002);
has had an open economy for three decades (we use the new data collected after
2001); and as a middle income developing country should show larger effect of
export on productivity (Martins and Yang, 2009).

Another distinctive feature of our paper is that, focussing only on exporting
firms, we analyse growth rates instead of levels. Although some works analyse
the effect of exporting on productivity growth differences rather than levels, most
works we are aware of do not analyse the effect of changes in export. Increase in
export may indicate a larger scale, a larger number of clients and/or markets from
which the firm could learn, or a relative increase in market shares. All mechanisms
that may induce a positive effect on firm performance.

A few studies look at changes in exports. Park et al. (2010) who use exogenous
shocks on the demand for exporting firms, and find evidence of LBE. Berman and
Rebeyrol (2010), using data on French firms, find positive effects of export growth
on productivity growth, contrary to firms that are on the international market but
do not see their export increasing. Fernandes and Isgut (2005) focus on the level of
export (“export experience”), rather than on export participation, finding a positive
effect of LBE for Colombian firms exporting to high income markets. Finally,
Antolín et al. (2013) use a different measure of export growth, the proportion of
exports with respect to sales, and also find evidence of LBE.

In sum, the studies which focus on the growing relevance of firms export activ-
ity, seem to find more conclusive results on the presence of LBE, in line with the
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theory and evidence showing that foreign markets represent a relevant source of
growth and development for those firms from low- and middle-income countries
that manage to enter.

Our paper contributes to this literature, assessing the causal relation between
exporting and productivity growth of Chilean firms. However, our preliminary
results seem to indicate that, while changes in growth follow changes in produc-
tivity (simultaneous and lagged), there is no evidence of export growth causing
productivity growth. This means that, at least once a firm has taken the binary de-
cision of whether to export or not, changes in exporting have no detectable effect
on productivity.

Section 2 presents the methodology, while Section 3 presents the dataset. The
analysis is in Section 4. Section 5 contains a discussion of our results.

2 Econometric method

2.1 VAR and SVAR models
Vector autoregressive models were introduced by Sims (1980) to describe macroe-
conomic dynamics by treating all variables as potentially endogenous (for a survey
cfr. Lütkepohl, 2013). The point of departure in VAR analysis is the specification
and estimation of a reduced form model:

yt = µt + A1yt−1 + . . .+ Apyt−p + ut, (1)

where yt = (y1t, . . . , ykt)
′ is a vector of k time series variables, the Ai (i =

1, . . . , p) are (k×k) coefficient matrices, and ut = (u1t, . . . , ukt)
′ is a k-dimensional

zero mean white noise process with covariance matrix E(utu
′
t) = Σu. The vec-

tor µt is a deterministic part, which in most cases is simply equal to a vector of
constants.

Equation (1) is an approximate description of the unobserved data generating
process (DGP), whose adequacy can be checked with the typical criteria of model
selection and model checking, such as, for example, sequential testing procedure,
Akaike or Schwarz’s information criteria for selecting the VAR order (i.e. p), and
tests for residual autocorrelation (cfr. Lütkepohl, 2013). An important feature of
the reduced form model (1) is that it omits the fact that there might be mutual in-
fluences among the contemporaneous variables (within the period of observation)
among y1t, . . . , ykt. This omission is done in order to keep the variables on right
hand side of the equation as pre-determined and hence getting consistent estima-
tion of the coefficients through simple linear regression. But, precisely because of
this omission, the coefficients being estimated cannot being interpreted as genuine
causal influences.
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Structural VAR analysis attempts to identify structural, i.e. causally meaning-
ful, relations among the variables. The structural VAR model lets the (unobserved)
coefficients that describe the contemporaneous causal influence to appear in the
equation:

Γ0yt = νt + Γ1yt−1 + . . .+ Γpyt−p + εt, (2)

where Γ0 is a (k × k) matrix reflecting the instantaneous relations, and the
Γi (i = 1, . . . , p) are the coefficient matrices of the lagged structural relations,
reflecting causal influences present in the DGP. Again, the vector εt = (ε1t, . . . ,
εkt)

′ is a k-dimensional zero mean white noise process with covariance matrix
E(εtε

′
t) = Σε and νt is the deterministic or constant part. In standard structural

VAR analysis Σε is assumed to be diagonal, i.e. correlations among εit (over
i = 1, . . . , k) are zero. This is also equivalent to stating that the εit are orthog-
onal (conditional on the εit having a mean of zero). Besides assuming orthog-
onality and uncorrelatedness, we assume that εit is independent of εjt for each
i, j = 1, . . . , k (i 6= j). The independence assumption is consistent with the inter-
pretation of the elements of εt as structural shocks, i.e. exogenous processes that
affect each variable of the system at each time with the important feature that each
term influences each variable in its own independent way. While in a setting with
normally distributed error terms the distinction between independence and uncor-
relatedness does not matter, in a non-Gaussian setting the further specification is
crucial.

It is also assumed that the diagonal elements of Γ0 are equal to one (or that the
system can always be rescaled in order to have ones in the main diagonal of Γ0).
Let B = I− Γ0. Thus equation (2) can be rewritten as

yt = νt + Byt + Γ1yt−1 + . . .+ Γpyt−p + εt (3)

Equation (3) cannot be directly estimated by linear regression because not all
the variables on right hand side are predetermined or exogenous: some elements
of yt may instantaneously (i.e. within the period of observation) cause other ele-
ments of yt, without knowing which one. The relationship between the reduced
form (cfr. equation 1) and the structural model (cfr. equation 2 or 3) is evident by
pre-multiplying equation (2) or (3) by Γ−10 or (I−B)−1. We have that Γ−10 Γi = Ai

(i = 1, . . . , p), Γ−10 νt = µt and Γ−10 εt = ut. The problem of identification con-
sists in the fact that, having estimated the reduced form model we cannot directly
recover the structural form model, because there are more parameters in equation
(2) than in equation (1).

Structural VAR analysis is focused on imposing restrictions on Γ0 so that it
can be retrieved from the data. The matrices Γi (i = 1, . . . , p), in turn, can be
recovered from Γ0 joint with the Ai which are obtained from the estimation of
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equation (1). The restrictions on Γ0 are usually derived from theoretical or insti-
tutional knowledge, or placed on the basis of considerations about the long-run
effects or signs of the shocks (Lütkepohl, 2013; Kilian, 2013). Other approaches
aim at recovering Γ0 from an analysis of the conditional independence relations
among the residuals u1t, . . . , ukt estimated in 1. Such conditional independence
relations imply, under some assumptions about the restrictions that causality im-
poses on the probability structure, the presence of some causal relations and the
absence of other. Search algorithms, such as those proposed by Spirtes et al.
(2000) and Pearl (2009), exploit this information to find the class of admissible
structures among u1t, . . . , ukt (cfr. Bessler and Lee, 2002; Demiralp and Hoover,
2003; Moneta, 2008; Bryant et al., 2009).

In this paper, we also apply an identification method focussed on inferring
the instantaneous causal structure on the base of the study of the reduced-form
residuals. But here we do not use conditional independence tests. The causal
structure among the elements of ut is captured by identifying their independent
components. We apply here a technique first applied in econometrics by Moneta
et al. (2013) which we extend here to a more general case, allowing the possibility
of feedback loops among the contemporaneous variables. This method has, for the
present case, a clear advantage with respect to the others because it exploits the
non-Gaussian feature of the data1 and in this manner permits us to further restrict
the set of admissible causal structures.

2.2 Identification strategy
As in Moneta et al. (2013), our identification strategy is based on an approach for
discovering linear non-Gaussian causal models which makes use of independent
component analysis (ICA). The method searches for the appropriate matrix Γ0

that relates the vector of the structural shocks εt to the vector of reduced-form
error terms ut such that ut = Γ−10 εt. Given ut, ICA is able to find the latent
sources which have been mixed to produce ut, under the assumption that the la-
tent sources are independent and non-Gaussian. The underlying idea is to search
for a mixture of the observed data (i.e. ut) such that the resulting components
are minimally dependent and maximally non-Gaussian (cfr. Hyvärinen and Oja,
2000; Hyvärinen et al., 2001). Since there are different measures of statistical
dependence, non-Gaussianity and different optimization methods, there are corre-
spondingly different ICA algorithms. In our application we use FastICA, which
is a fixed-point algorithm for maximum likelihood estimation and measures non-
Gaussianity with an approximation of negentropy (Hyvärinen and Oja, 2000).

1As stated more explicitly below, non-Gaussianity and independence of the structural shocks
are necessary conditions for the application of these methods.
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No matter which algorithm is used, ICA leaves undetermined the scale, sign,
and order of the latent sources or structural shocks. Further steps are needed to
identify Γ0 and εt. We adopt here two different ICA-based search methods to
identify the shocks and more in general the structural VAR model. The first one
was proposed by Shimizu et al. (2006) and named LiNGAM (for linear, non-
Gaussian, acyclic model). As applied to VAR models by Hyvärinen et al. (2008)
and Moneta et al. (2013) is referred to as VAR-LiNGAM. The second one was
proposed by Lacerda et al. (2012) and named LiNG (for linear, non-Gaussian
model) (VAR-LiNG as applied to VAR). To our knowledge, this is the first time
that the VAR-LiNG algorithm has been applied either in a VAR context or in
the discipline of economics. The algorithms VAR-LiNGAM and VAR-LiNG are
described in the frames below.

Both algorithms, after having estimated the reduced-form VAR (step 1), run
an ICA algorithm (e.g. FastICA) on the estimated residuals obtaining a mixing
matrix P (≡ Γ−1ICA) which is able to generate a vector of independent components
(step 2). But the order and scaling of these independent components is arbitrary.

Algorithm 1 (VAR-LiNGAM) solves the order indeterminacy by assuming
that the underling causal structure among the contemporaneous variables contains
no cycle (in other words can be represented by a directed acyclic graph). This
assumption, jointly with the fact that the diagonal elements of Γ0 must be equal
to one, implies that if we find an ordering of the components ε̂1t, . . . , ε̂kt (output
of the ICA algorithm) that produces a correspondence with the data ε̂t = Γ̃0ût

such that Γ̃0 has non-zero elements in its main diagonal, this ordering must be
the correct one. Exploiting this fact, step 3 is devoted to find the permutation of
the matrix ΓICA generating the independent components from ût which produces
a correct matching between structural and reduced-form shocks. Step 4 solves the
scale indeterminacy. This is simply done by normalizing the rows of Γ̃0, the cor-
rectly row-permuted version of ΓICA), so that all diagonal elements equal unity.
Let Γ̂0 this row normalized matrix and B̂0 = I − Γ̂0 (step 5). Since it is as-
sumed that there are no causal loops or feedbacks, there is a permutation (applied
equally to columns and rows) of Γ̂0 which should be lower triangular. The same
can be said for Γ̂−10 and B̂0. In practice, however, even under the correct assump-
tions, these matrices are not exactly lower triangular, because the ICA algorithm
applied to finite data sets yields estimates with errors. Therefore step 6 searches
for an approximate lower triangularity. This step is not essential for the sake of
estimation of the structural model and is run only for identifying the contempora-
neous causal order. Step 7 estimated the matrices of the lagged coefficients of the
structural model.

Algorithm 2 (VAR-LiNG) solves the order indeterminacy by simply exploiting
the assumption that Γ0 has a zeroless diagonal, which is valid in the structural
VAR model by construction. Step 3 tests which entries of the ΓICA are significantly
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different from zero. This can be done through a bootstrap procedure. Step 4
finds the permutation of the matrix ΓICA which produces a matrix Γ̃0,j which has
a zeroless diagonal. There might be several of such a matrix: we index each
of them with j = 1, . . . ,m. Thus, the algorithm will output m possible causal
structures. However, some of them can be excluded a priori by excluding unstable
contemporaneous causal structures, i.e. Γ̃0,j such that Γ̃−10,j has eigenvalues whose
module is greater than one. Step 5 and 6 solve the indeterminacy of scaling in the
same way as algorithm 1. Step 7 is also analogous to step 7 in algorithm 1.

To recapitulate, both algorithms are able to identify the structural model (or
a class of possible structural models) from the estimated reduced form model.
The assumptions which permit such an inference are, for both algorithms, non-
Gaussianity and independence of the structural shocks. As regards the first al-
gorithm, a further assumption is acyclicity, i.e. the assumption that there are no
feedbacks or loops. The second algorithm relaxes this assumption, but the class of
admissible models is now broader, which leads us to assume stability to restrict the
number of causal structures. It should also be noted that an implicit assumption of
both algorithms is causal sufficiency, i.e. the assumption that all the causally rele-
vant variables have been modelled.
Algorithm 1: VAR-LiNGAM

1. Estimate the reduced form VAR model of equation (1), obtaining estimates
Âi of the matrices Ai for i = 1, . . . , p. Denote by Û the k × T matrix of
the corresponding estimated VAR residuals, that is each column of Û is
ût ≡ (û1t, . . . , ûkt)

′, (t = 1, . . . , T ). Check whether the uit indeed are non-
Gaussian, and proceed only if this is the case.

2. Use FastICA or any other applicable ICA algorithm (Hyvärinen et al., 2001)
to obtain a decomposition Û = PÊ, where P is k × k and Ê is k × T ,
such that the rows of Ê are the estimated independent components of Û.
Then validate non-Gaussianity and (at least approximate) statistical inde-
pendence of the estimated components before proceeding.

3. Let ΓICA = P−1. Find Γ̃0, the row-permuted version of ΓICA which minimizes∑k
i=1 1/|Γ̃0ii | with respect to the permutation. Note that this is a linear

matching problem which can be easily solved even for high k (Shimizu et al.,
2006).

4. Divide each row of Γ̃0 by its diagonal element, to obtain a matrix Γ̂0 with all
ones on the diagonal.

5. Let B̃0 = I− Γ̂0.

6. Find the permutation matrix Z which yields a matrix B̂0 = ZB̃0Z
′ which is

as close as possible to strictly lower triangular. This can be formalized as
minimizing the sum of squares of the permuted upper-triangular elements,
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and minimized using a heuristic procedure (Shimizu et al., 2006). Set the
upper elements of B̂0 to zero.

7. Calculate estimates of Γ̂i for lagged effects using Γ̂i = (I − B̂0)Âi, for
i = 1, . . . , p.

Algorithm 2: VAR-LiNG

1. Same as step 1 in algorithm 1.

2. Same as step 2 in algorithm 1.

3. Let ΓICA = P−1. Test which entries of ΓICA are zero. This can be done
using a bootstrap procedure.

4. Find all admissible row-permuted matrices Γ̃0,1, . . . , Γ̃0,m of ΓICA such that
each Γ̃0,j has zeroless diagonal for j = 1, . . . ,m.

5. Divide each row of Γ̃0,j by its diagonal element, to obtain a matrix Γ̂0,j with
all ones on the diagonal, for each j = 1, . . . ,m.

6. Let B̃0,j = I− Γ̂0,j , for each j = 1, . . . ,m.

7. Calculate estimates of Γ̂i,j for lagged effects using Γ̂i,j = (I− B̂0,j)Âi,j , for
i = 1, . . . , p, for j = 1, . . . ,m.

3 Data
We use the annual survey of manufacturing plants (Encuesta Nacional Industrial
Manufacturera – ENIA) collected by the Chilean Statistical Institute (Instituto
Nacional de Estadísticas – INE). The ENIA covers the universe of Chilean plants
in the manufacturing sector. We use the database that covers the period from
2001 to 2007.2 The database includes all firms with more than 10 employees that
have registered some activity for at least one semester during an year, divided by
manufacturing sector (ISIC version 3, at 4 digits). For more information on the
database see INE (2006, 2009a).

2Data are available since 1979, but the INE changed the data collection and in particular the
registration of firms in 2001, which, at the time of our analysis, does not allow to correctly track
plants/firms across the pre- and post-2000 periods. Attempts to match the two periods and build a
longer panel are part of future work.
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After some preliminary data cleaning3, we create our SVAR variables. The
variables used for the SVAR, as mentioned in Section 2 are size, proxied by em-
ployment (empl); output, which is proxied by total sales (output), and can be
sub-divided into domestic sales (domsales) and exports (exp); and also produc-
tivity. Year and sector dummies (respectivelyANO and Sector) are also included.
Sales, exports, and employment are easily derived from the ENIA database, while
the estimation of productivity requires assumptions that are explained in what fol-
lows.

All variables in the ENIA are in nominal values. We thus deflate the variables
used in this paper to real values before computing the productivity. For output and
material inputs we use the deflators computed by the INE for each of the 4-digit
(ISIC) sectors INE (2009b). Unfortunately the report includes deflators only until
2006. Although we could use deflators from other sources for 2007, we prefer
to drop the year 2007 from the data instead of having constant price variables
computed from different sources. Also, INE (2009b) does not include deflators
for a number of 4-digit sectors. We attempted some aggregations to avoid losing
firms in those sectors, but the differences among sectors were too large, leading
to an increase in the error of the computation of constant price variables, which
seems less desirable than dropping a few observations across the years.

The INE computes different deflators for the gross value of production, used
for total sales (output) and exports (exp)), for overall input costs, used for variable
inputs (Material), i.e. excluding capital, and for material inputs not completely
transformed in the production process, used to compute beginning of the year and
end of the year raw and input materials (respectively Privap, Privaf , Matvap
and Matvaf ). To compute value added at constant prices (V a) we use the gen-
erally preferred method of double deflation, and we remove initial inputs and add
left overs at the end of the year: V a = output−Material−(Privap+Matvap)+
(Privaf +Matvaf).

To compute the value of capital at constant prices we follow, in part, Crespi
(2004) and use the implicit deflator for gross fixed capital formation released by
the Central Bank (Banco Central de Chile (2004, 2006, 2009)). For our purposes,
we did not consider estimating different deflators for different types of capital
(machinery, buildings land and vehicles), because we could not find accounting
information available for vehicles and land.

Finally, we deflate the input variables used to compute productivity with the
gross value of production (output): primary inputs, input materials purchased,

3We first check for inconsistencies in the data (Benavente and Ferrada (nd)), i.e. plants that re-
port 0 days in operation, a negative gross value of production, 0 or negative number of employees,
labour cost equal or less than 0, sales lower than exports, value added larger than sales and an ISIC
code lower than 1500. A non significant number of observations need to be dropped across the 7
years.
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primary and material inputs from other plants (of the same firm), office material
– deflator for non-completely transformed inputs – and fuel – deflator for com-
pletely transformed inputs.

We then proceed to estimate total factor productivity (TFP) employing the
Levinsohn and Petrin (2003) method (see also Petrin et al. (2004)), and using the
quantity of consumed electricity as an intermediate input. It is worth nothing that
estimations of the TFP using value added and the whole sample of firms is highly
correlated with labour productivity with a Spearman’s correlation index of 0.96.
However, for the sake of comparability with most other studies on the relation
between export and productivity we use TFP estimations.

Although differences are again quite small we choose to estimate TFP using
output rather than value added. The main advantage of using output is that there
is a non-negligible number of firms that in some years have negative value added
(at constant prices), requiring a further drop of observations.

Arguably, plants may differ quite substantially in their production technology.
It follows that using one single production function with labour and capital (and
one intermediate input) may produce biased estimates. To overcome this problem
we attempt a large number of estimations, taking into account different combina-
tions of the following dimensions: size, labour, and sector.

Using the ISIC Rev3 2-digit classification we create the following relatively
homogeneous sectors: (1) Manufacture of Food, Beverages and Tobacco; (2) Tex-
tile, Wearing Apparel and Leather Industries, traditional industries; (3) Manufac-
ture of Wood and Wood Products, Including Furniture ; (4) Manufacture of Chem-
icals and Chemical, Petroleum, Coal, Rubber and Plastic Products; (5) Manufac-
ture of other non-metallic mineral products and basic metals; (6) Manufacture of
fabricated metal products, except machinery and equipment; (7) Manufacture of
machinery and equipment, office, accounting and computing machinery, electri-
cal machinery and apparatus, radio, television and communication equipment and
apparatus, medical, precision and optical instruments, watches and clocks, motor
vehicles, trailers and semi-trailers, and other transport equipment; (8) Publishing,
printing and reproduction of recorded media; (9) Manufacture of paper and paper
products; and (10) Other manufacturing sectors.

We create sub-samples for different size categories, based on number of em-
ployees: small (< 50), medium (50 <= empl < 250) and large (>= 250) firms.

Furthermore, we attempt different measures of labour skills as variable inputs
in the production function.

As expected, TFP estimations, as well as returns to scale, differ significantly
when computed for different sectors and plant sizes. The distinction between
different types of workers also significantly affects TFP and returns to scale. We
leave the discussion on these significant differences for a different paper. For
this paper it suffices to say that we consider as our most reliable estimates those
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obtained separating the different sectors and including in the production function
‘blue collars’, ‘white collars’, material inputs, and capital (tfp). However, in
this paper we also attempt a couple of robustness checks, using a TFP estimated
with no distinction between different types of employment (tfp2), leading to no
significant differences in the relation between export and productivity.

Finally, we remove firms that we consider outliers. For each of the VAR series
– growth of sales, employment, exports and productivity – we impose a thresh-
old for outliers corresponding to tenfold growth/decline in the space of one year.
Observations beyond this threshold are dropped.

Table 1 in the next section summarises the variables used for the analysis.

4 Analysis
Summary statistics are shown in Table 1, and correlations are shown in Table 2.
Our four main variables are significantly correlated between them - although the
magnitudes of the correlations are far below the value of 0.7 which is usually
cited as the threshold above which problems of multicollinearity become severe.
Of particular interest is the negative correlation between growth of exporting, and
growth of TFP.

Table 3 presents the reduced-form VAR results, which describe the intertem-
poral associations between the variables but remain mute with regards to causal
relations. A first observation is that the autocorrelation coefficients are gener-
ally negative, suggesting that increasing returns and sustained growth is not the
norm. Of particular interest to our analysis is that lagged growth of exports is pos-
itively associated with subsequent growth of TFP in the 1-lag model (coefficient
= 0.0192).

Before applying our identification method, we investigate whether the assump-
tion of non-gaussian shocks is plausible. The evidence from the quantile-quantile
plots in Figure 1 suggests that the shocks are far from Gaussian, providing support
for our econometric strategy.

Table 4 shows the structural VAR estimated through algorithm 1 (VAR-LiNGAM),
for both one-lag and two-lag models. Figure 2 shows both the contemporaneous
and lagged causal relationships for the one-lag model.

Both the one-lag and two-lag models in Table 4 show that the primus motor
is employment growth, which has large positive effects on growth of domestic
sales and growth of exports. These can both be interpreted as sheer scale effects
– employment growth leads to subsequent increases in outputs. Note that the sum
of these two coefficients is close to unity (0.4787 + 0.4369 = 0.9156 in the 1-lag
model; and 0.5323 + 0.4345 = 0.9668 in the 2-lag model), which implies that
the elasticity of employment growth to combined growth of outputs (i.e. domestic

13



Table 1: Summary statistics
Variable Description Obs Mean Std. Dev. Min Max
Year Year dummy 2303 2004.56 1.12 2003 2006
Sector Sector dummya 2303 3.47 2.39 0 9
gr_empl Employees 2303 0.027 0.284 -2.223 2.137
gr_exp Export sales 2303 -0.011 0.606 -2.256 2.254
gr_tfp TFPb 2303 -0.011 0.266 -1.507 2.030
gr_tfp2 TFPc 2303 -0.015 0.270 -1.793 2.243
gr_domsales Domestic market

sales
2303 0.003 0.543 -4.196 5.059

a Sectors: (1) Manufacture of Food, Beverages and Tobacco; (2) Textile, Wearing Apparel and
Leather Industries, traditional industries; (3) Manufacture of Wood and Wood Products, Includ-
ing Furniture ; (4) Manufacture of Chemicals and Chemical, Petroleum, Coal, Rubber and Plastic
Products; (5) Manufacture of other non-metallic mineral products and basic metals; (6) Manufac-
ture of fabricated metal products, except machinery and equipment; (7) Manufacture of machinery
and equipment, office, accounting and computing machinery, electrical machinery and appara-
tus, radio, television and communication equipment and apparatus, medical, precision and optical
instruments, watches and clocks, motor vehicles, trailers and semi-trailers, and other transport
equipment; (8) Publishing, printing and reproduction of recorded media; (9) Manufacture of paper
and paper products; and (10) Others.
b Estimated for different sectors, and differentiating between blue and white collars
c Estimated for different sectors, without differentiating between blue and white collars

Table 2: Correlation matrix. Lower triangle: Pearson correlation coefficients;
upper triangle (and italics): Spearman’s rank correlation coefficients. 2303 obser-
vations. All correlations significant at the 1% level, except for the Spearman rank
correlation between gr_domsales and gr_exp (ρ=-0.0254, p-value=0.2223)

gr_domsales gr_empl gr_exp gr_tfp
gr_domsales 1 0.1554 -0.0254 0.4679
gr_empl 0.1431 1 0.1670 -0.1870
gr_exp -0.0587 0.1356 1 0.1508
gr_tfp 0.4097 -0.2881 0.0885 1
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Figure 1: Quantile-quantile plots of the distributions of the four SVAR series,
for the 2-lag model. The four variables are growth of domestic sales, growth of
employment, growth of exports, and growth of TFP, respectively.
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Figure 2: Causal graph resulting from VAR-LiNGAM 1 lag
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sales + exports) is close to unity when considering instantaneous effects.
Another main result is that employment growth has a negative effect on con-

temporaneous growth of TFP, presumably because productive efficiency is at-
tained when fewer inputs (i.e. employees) produce a given output. Downsizing
firms might be better able to improve their productivity than firms that invest in
recruiting and training new employees.

Growth of TFP has positive impacts on growth of domestic sales, and to a
lesser extent, growth of exporting. Firms that experience an increase in their pro-
ductivity are therefore more likely to grow in terms of domestic and export sales.
This might suggest that firms would be better off pursuing productivity growth as
a prerequisite for subsequent sales growth, instead of vice versa.

Growth of exporting has a negative impact on growth of domestic sales. This
no doubt reflects the tension between domestic vs exporting sales strategies, that
was already visible in the negative correlations between these variables in Table 2.
However, it is interesting to observe that exporting seems to determine domestic
sales rather than vice versa. This could be because internationalized firms have
already ‘conquered’ their home markets and become ‘outward-focused’ in the
sense that they pay more attention to how they fare in the more competitive export
markets.

With regards to the causal link between TFP and exporting, our results suggest
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Figure 3: Bootstrap robustness analysis on the contemporaneous causal structure.
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that it is TFP that causes exporting, rather than vice versa. Our VAR-LiNGAM es-
timates therefore provide an interesting perspective on the exporting-productivity
debate. Note however that the first lag of exporting growth has a positive impact
on subsequent TFP growth (significant at the 1% level in the 1-lag model, but
slightly short of the 1% level in the 2-lag model).

We run a robustness analysis to check whether the causal links depicted in
figure 2 are stable under 1000 bootstrap samples, which were created by resam-
pling with replacement from the original data. We focus here only on the con-
temporaneous causal structure. As figure 3 shows, all the causal links found by
VAR-LiNGAM are very robust across bootstrap samples except the link between
growth of domestic sales (DS in figure 3) and growth of exporting sales (EX in
figure 3), which is reversed almost half of the time.

Table 5: VAR - LiNG estimates, 1-lag model.
gr_domsales gr_empl gr_exp gr_tfp l_gr_domsales l_gr_empl l_gr_exp l_gr_tfp

gr_domsales 0 0.2981 -0.0653 0.4620 -0.2240 0.0939 -0.0066 0.1925
0 0.0478 0.0131 0.1115 0.0062 0.0197 0.0038 0.0126

gr_empl 0.0292 0 0.0000 0.0000 0.0137 -0.0249 0.0085 0.0141
0.0083 0 0.0077 0.0122 0.0062 0.0197 0.0038 0.0126

gr_exp -0.0615 0.3449 0 0.3782 -0.0274 -0.0208 -0.1426 0.1080
0.0199 0.0602 0 0.0773 0.0170 0.0462 0.0374 0.0530

gr_tfp 0.0914 -0.3058 0.0000 0 0.0205 -0.0648 0.0116 -0.2757
0.0234 0.0291 0.0077 0 0.0111 0.0200 0.0045 0.0239

Table 5 reports the estimates of the application of algorithm 2 (VAR-LiNG, i.e.
the algorithm which allows the possibility of feedback loops in the contemporane-
ous structure) as regards the model with one lag. We do not report here the results
of the two-lag model, which are qualitatively similar, for reasons of space. Figure
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Figure 4: Contemporaneous causal graph resulting from VAR-LiNG 1 lag
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4 depicts the contemporaneous causal structure, while figure 5 shows the lagged
causal influence. The estimated causal structure presents now, within the period
of estimation, a bi-directional link between growth of domestic sales and growth
of exporting sales. The possibility of such bi-directionality was already suggested
by the robustness results shown in figure 3. Feedback loops emerge also between
growth of domestic sales and growth of productivity and between growth of do-
mestic sales and growth of employment in the contemporaneous causal structure.
Nevertheless, the main findings about the causal nexus between productivity and
exporting growth which resulted from the application of the first algorithm are
confirmed: there is no causal influence from exporting to productivity (growth)
in the contemporaneous causal structure. The coefficient which measures the in-
stantaneous influence from productivity (growth) to exporting is very close to the
coefficient which we got from the first algorithm: 0.3782 vs. 0.4023 (standard
errors are very similar as well: 0.0773 vs. 0.0707). But the empirical evidence
resulting from the second algorithm is even more consistent with the theoretical
hypothesis which denies the existence of a “learning-by-exporting” phenomenon:
while in the results from algorithm one there was some (weak) influence from
lagged exporting (growth) to current productivity (growth), in the results derived
from algorithm 2 there is no such a causal link (see figure 5 for the lagged effects).

In further robustness analysis (not shown here), we use an alternative TFP
indicator (“tfp2”) which gives similar results.

Given the large number of heterogeneous effects found in the literature (Silva
et al., 2012), we also plan to undertake further robustness analysis disaggregating
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Figure 5: Lagged causal structure resulting from VAR-LiNG 1 lag
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by size groups and sectors, although we suspect that this may lead to problems of
small sample sizes.

4.1 Robustness
Robustness can be investigated along a number of dimensions:

• Sector disaggregation (S1-S9)

• Ferraz sectors

• Size disaggregation (small/medium/large average size)

• New exporters vs old exporters

• Consider alternative estimations of TFP (beyond those already investigated),
particularly the method suggested by De Loecker (2010) to take into ac-
count the effect that exporting has on productivity
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5 Discussion
In this paper we revisit a well-known debate, which has grown exponentially in the
last two decades. Does exporting activity increase firm performance, in particular
productivity, as it is expected from some case study evidence? Or is it only more
productive firms that enter and remain in the export market? We choose a rather
different strategy from previous papers, while exploring a relatively well-studied
country. First, we focus on exporting firms. Second, we do not compare them
with non-exporting firms, but with other firms whose export grows more or less
(i.e. become more or less competitive in the international market). Third, we ex-
plicitly look at the co-evolution of the the two variables, productivity and growth,
including the causal relation within the period and and with up to two lags.

Our most interesting finding is in relation with the extensively investigated
LBE hypothesis. Adopting VAR-LiNGAM and VAR-LiNG, a class of SVAR
models that estimates simultaneous directions of causality, it seems that exporting
does not ‘cause’ any of the other variables. Instead, it seems to be determined
by other dimensions of firm growth. Of interest to the inconclusive literature on
LBE is that we find no evidence that it causes productivity growth within the
period. However, a result from VAR-LiNGAM is that the first lag of exporting
growth does have a small causal effect on subsequent TFP growth. But when we
apply VAR-LING, the algorithm which allows the possibility of feedback loops
in the contemporaneous structure, this lagged causal effect vanishes. Instead, we
observe that TFP growth has a direct causal effect on exporting growth within-
the-period, which is robust under the application of the different algorithms.

Our results are estimates of causal effects (rather than mere associations) and
so they have interesting implications for policy. In particular, it appears that firms
should focus on improving their productivity before attempting to increase their
exports, because it is productivity growth that drives growth of exports. For ex-
ample, firms should first improve their productivity through e.g. redesigning their
production routines, and upgrading their capital and IT systems, alongside appro-
priate organizational innovations, and as a result, they will be in a better position
to experience growth of exports. There is negligible influence of exporting on TFP
growth, however – only with a lag does exporting feed back into TFP growth, and
moreover this effect is relatively small.

Apart from the robustness checks that we are still performing, there are a num-
ber of limitations to such a study. First, although we have no reason to expect that
our data is unrepresentative, it is nevertheless not clear how our results can be
generalized to other countries and other periods. However, we are extremely in-
terested and curious to check how the method we used here would change earlier
results on LBE in other countries where the hypothesis has been tested.

Second we focus on exporting undertaken by firms that have already taken the
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binary decision of whether to export. There may be differences in the exporting-
productivity relationship at the time when a firm first decides to transform from
a non-exporter to an exporter. This is something we are willing to investigate in
future work.

Third, our exercise on estimating TFP along different dimensions, shows that
the measure is by no means robust. Apart from the critique of De Loecker (2010)
to earlier LBE studies, there is a much general critique on the opportunity of using
TFP (or productivity for that matters) as an indicator of performance, as somebody
else has already pointed out.

To conclude, this paper has shown how data-driven techniques for causal in-
ference can be introduced from the machine learning community into economics,
and adapted to time-series and VAR contexts, to provide new evidence on the
causal relations governing economic systems. Our application has shed new light
on the LBE controversy by showing that the causal direction runs from produc-
tivity growth to exporting in our panel of exporters. Future work could apply the
family of techniques developed here to a broad range of contexts to get valuable
new evidence for academics, practitioners and policymakers.
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